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evoked responses in excitatory neurons

are strongly influenced by their pre-

stimulus activity level.
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SUMMARY
Electrical stimulation is an effective tool for mapping and altering brain connectivity, with applications
ranging from treating pharmacology-resistant neurological disorders to providing sensory feedback for neu-
ral prostheses. Paramount to the success of these applications is the ability to manipulate electrical currents
to precisely control evoked neural activity patterns. However, little is known about stimulation-evoked re-
sponses in inhibitory neurons nor how stimulation-evoked activity patterns depend on ongoing neural activ-
ity. In this study, we used 2-photon imaging and cell-type specific labeling to measure single-cell responses
of excitatory and inhibitory neurons to electrical stimuli in the visual cortex of awake mice. Our data revealed
strong interactions between electrical stimulation and pre-stimulus activity of single neurons in awake ani-
mals and distinct recruitment and response patterns for excitatory and inhibitory neurons. This work demon-
strates the importance of cell-type-specific labeling of neurons in future studies.
INTRODUCTION

Electrical stimulation has long been used to map brain function

by establishing causal links between neural activity, cognition,

and behavior.1–3 Recent technological advances have addition-

ally positioned electrical stimulation as a clinically viable tool

to treat neurological injury, disease, and disorders as well as

to enable artificial sensation for neural prostheses.4–6 These

applications share a common goal: the precise control over

and manipulation of neural activity patterns within and across

brain regions, targeting networks of excitatory and inhibitory

neurons.

The basic unit of electrical stimulation is a biphasic pulse of

current, often delivered in a train of pulses that can vary in ampli-

tude, timing, frequency, and duration. The anatomical region tar-

geted and the choice of stimulation parameters determine the ef-

fects of stimulation on a local population of neurons and the

resulting induced sensory percepts.7–16 Electrical stimulation

modulates neural activity by passing small electrical currents

through an electrode, exciting neurons by depolarizing neural

processes (primarily axons) that pass within a small radius sur-

rounding the electrode tip.17–20 These directly activated neurons,

in turn, excite a secondary population of neurons that composes

a significant fraction of neurons that respond to stimula-

tion.18,21,22 Thus, stimulation activates local networks of excit-
atory and inhibitory neurons. In consequence, even activation

of single neurons can be consciously detected by animals.23

Pharmacological manipulations during neural stimulation and

recording have clarified some of the circuit dynamics respon-

sible for producing stimulation-evoked responses. The prototyp-

ical time-varying response of a single neuron to stimulation is a

brief burst of excitation followed by a longer period of suppres-

sion.24,25 Blocking transsynaptic activation of inhibitory neurons

reduces stimulation-evoked suppression,21,26 whereas blocking

transsynaptic activation of both inhibitory and excitatory neurons

reduces the response strength of neurons to stimulation.21

Furthermore, reducing electrical coupling between inhibitory

neurons prolongs and weakens inhibition, extending the spatial

spread of neural activation.26 Therefore, inhibitory networks

shape both the amplitude and spatiotemporal properties of

neural responses to stimulation; however, responses of inhibi-

tory neurons have yet to be directly recorded during electrical

stimulation.

Functional activity within circuits at the time of stimulation

modulates evoked activity patterns. The influence of functional

activity can be seen at the level of behavior, wheremotor activity,

shifts in attention, and expectation of reward all alter stimulation-

evoked neural responses.27–31 This relationship becomes

clearer when examined at a local neural level, where responses

to single pulses are correlated with local field potential and
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spontaneous activity.32–34 Despite the profound modulation of

sensory-evoked neural responses by neural activity related to

behavior, the majority of previous studies were conducted in

anesthetized animals or failed to account for behavior during

analysis of stimulation-evoked activity patterns.12,13,24,35,36

Characterizing the effects of ongoing neural activity on stimula-

tion-evoked activity patterns is important for understanding

how stimulation is integrated into neural circuits in awake states

and affects perception and ultimately behavior.

Neural responses to stimulation become complex when stim-

ulation pulses are delivered at high frequency, where the current

delivered by a stimulation pulse interacts with activity patterns

initiated by prior pulses, leading to variable temporal re-

sponses.24,37 In general, although low stimulation frequencies

are generally thought to be excitatory and correlate with the

amplitude and spatial extent of neural responses,15,38 high stim-

ulation frequencies are often suppressive, promoting release of

inhibitory neurotransmitters,39 leading to neurons failing to

respond through the duration of longer stimulation trains.13,15

The use of dynamic, rather than fixed, stimulation amplitude

and frequency over the course of stimulation helpsmaintain neu-

ral activity during longer stimulation trains.16 Such indirect anal-

ysis of inhibitory neuron activity emphasizes the importance of

characterizing the contribution of inhibitory neurons to network

processing of electrical stimulation. These studies must be con-

ducted in awake animals because anesthesia changes activity

patterns in neural networks, including increasing synchrony be-

tween cortical layers, changing the strength and duration of sen-

sory-evoked responses, and reducing functional connectivity

across cortical regions.40–42

The goals of this study are then 2-fold: (1) to record activation of

inhibitory neurons to electrical stimulation and (2) to determine

how stimulation-evoked neural activity is integrated into ongoing

neural circuits. To answer these questions, we applied brief bursts

of high-frequency electrical stimulation at a range of amplitudes

while imaging neural activity in the primary visual cortex of awake,

head-fixedmice. High-frequency stimulation (25 pulses at 250Hz)

was chosen to engage inhibitory circuits (given the known sup-

pressive effects of high-frequency stimulation).43 Our results

show that stimulation-evoked activity in awake mice followed

similar patterns to those observed in anesthetized animals; how-

ever, we find in awake animals that the activity of the neuron

just prior to stimulation strongly affects the amplitude of its evoked

response. This interaction between pre-stimulus activity and

evoked response amplitude was minimized at larger stimulation

amplitudes. In excitatory neurons, high pre-stimulus activity levels

tended to diminish the evoked response or even actively suppress

ongoing activity, whereas in inhibitory neurons the effects were

more mixed. Another major difference between excitatory and

inhibitory neurons was the distinct spatial recruitment patterns

observed with increasing stimulation amplitude: stronger stimula-

tion increases the volume inwhich inhibitory neurons are recruited

and the density with which excitatory neurons are recruited.

RESULTS

Altogether, we recorded neural activity from 6,698 neurons

across five mice: 6,162 excitatory neurons and 532 inhibitory
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neurons. Mice were head-fixed but awake and free to run or

stand still. Neural activity in layers 2/3 of the mouse visual cortex

was recorded using 2-photon microscopy of the pan-neuronal

calcium indicator GCaMP6s during 20 min of an electrical stim-

ulation protocol. Inhibitory neurons were labeled with red fluo-

rescence by crossing a Tdtomato reporter line Ai14 with the

GAD2-ires-cre driver line. The Gad2 (glutamic acid decarboxy-

lase 2) gene encodes the enzyme primarily responsible for

gamma-aminobutyric acid synthesis for synaptic release, a hall-

mark for inhibitory neurons of all sub-types in the mammalian

brain.44–46

We adopted stimulation parameters known to activate neu-

rons within rodent visual cortex,35 changing only the range of

stimulation amplitudes used. Electrical stimulation consisted of

25 biphasic cathode-leading pulses delivered at 250 Hz. Stimu-

lation was delivered once every 10 s at one of nine possible cur-

rent amplitudes (3, 5, 10, 15, 20, 25, 30, 40, or 50 mA) for 10 rep-

etitions at each amplitude delivered in pseudo-random order,

such that stimulus amplitudes differed from trial to trial (Fig-

ure 1C). Figure 1 shows the experimental procedure. Sample

traces recorded from a subset of neurons during the experiment

are shown in Figure S1.

Stimulation-evoked neural responses scale with
stimulation amplitude
Fixed-amplitude electrical stimulation-evoked variable neural re-

sponses from trial to trial (Figure 2A). Neural responses were

analyzed in two separate stages consistent with known dy-

namics of GCaMP6s47: an early stage from the time of stimula-

tion to 580 ms to capture the early rise in fluorescent signal,

and a late stage consisting of the subsequent 3.29 s to capture

sustained activity and signal decay (Figure 2A), so that neural re-

sponses could be significantly modulated from baseline during

the early stage, the late stage, or both (see STAR Methods: sig-

nificant modulation of neural activity).

Neurons were significantly modulated by a wide range of

stimulation amplitudes (Figure 2B). Of all identified excitatory

neurons, a small fraction were significantly modulated at

5 mA with mixed responses—some suppression and some

excitation (2:7%±0:2%, mean ± SEM). In contrast, inhibitory

neurons were first significantly modulated by electrical stimu-

lation at 10 mA (11:1%±1:3% out of all identified inhibitory

neurons, mean ± SEM). However, we take this difference in

the minimum threshold for activation between excitatory and

inhibitory excitation to reflect the low sample size (five ani-

mals) and high variability in inhibitory neuron responses

across animals rather than a true difference in the threshold

for activation between excitatory and inhibitory neurons (see

top panels and insets in Figures 2C and 2D). Accordingly,

we found no significant difference between inhibitory and

excitatory mean evoked fractions at any amplitude. The frac-

tion of significantly modulated neurons grew with stimulation

amplitude up to 40 mA, plateauing at 49% ( ± 2.9% SEM) for

excitatory neurons and 54% ( ± 4% SEM) for inhibitory neu-

rons (Figure 2C). Increasing stimulation amplitude increases

number of recruited neurons.18,22,24,35,37,48 Here, we show

that this relationship holds true for both excitatory and inhibi-

tory neurons, which are recruited at similar rates.
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Figure 1. Neural recording and stimulation in chronically implanted awake mice

(A) A single Pt/Ir stimulating electrode was chronically implanted in mouse primary visual cortex beneath a glass imaging window.

(B) Experimental setup: awake mice are head-fixed and free to run or rest on a spherical treadmill. Three cortical planes were imaged during each imaging

session.

(C) Electrical stimulation consisted of 25 biphasic cathode-leading pulses delivered at 250 Hz. Stimulation was delivered once every 10 s at one of nine possible

current amplitudes: 3, 5, 10, 15, 20, 25, 30, 40, or 50 mA. Ten stimuli were delivered at each amplitude.

(D) Imaging was conducted in red and green channels to identify neurons that co-express TdTomato (inhibitory neurons) and GCamMP6s.

See also Figure S1 for sample traces from single neurons.
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Moreover, increasing stimulation amplitude also increases

the amplitude of stimulation-evoked neural responses (Fig-

ure 2D): defined as the maximum change in fluorescence from

baseline in the 3.68 s following stimulation (DF). The average

stimulation-evoked amplitude of excitatory neurons grew

steadily until 40 mA, whereas the average stimulation-evoked
amplitude of inhibitory neurons grew only until 15 mA. This dif-

ference reflects the greater variability in responses patterns

across mice for inhibitory neurons than excitatory neurons.

Across the range of stimulating amplitudes, there is no signifi-

cant difference in evoked amplitude between excitatory and

inhibitory neurons.
Neuron 112, 821–834, March 6, 2024 823



A

B

C

D

Figure 2. Stimulation-evoked neural re-

sponses by stimulation amplitude

(A) Significant stimulation-evoked responses were

identified by a Wilcoxon rank-sum test comparing

average single-trial evoked responses to baseline

(left) with (1) stimulation onset to 800 ms following

stimulation (stage 1) and (2) the subsequent 3 s

(stage 2).

(B) Sample average evoked responses from a sub-

set of mouse 1. Each row is a single neuron. Sig-

nificant responses in heavy black (excitatory neu-

rons) or red (inhibitory neurons) lines (threshold for

significance set at p 0.02, Wilcoxon rank-sum test).

(C) Fraction of neurons significantly modulated by

stimulation. Red shows inhibitory neurons; black

shows excitatory neurons. Top: individual averages

for each of the five mice. Bottom: mean and stan-

dard error across mice. Stars show significant

modulation of the population (p < 0.05, t test, using

the Holm-Bonferroni correction for multiple com-

parisons). Stars are color coded by neuron type.

(D) Average response amplitude relative to baseline

(D F) of significantly modulated neurons. Top panel

shows individual mice; bottom panel shows average

across all mice. Shaded error bars are standard

error of the mean across mice. Colors and stars as

in (C).
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Neurons have distinct temporal response profiles
A close examination of the neural responses in Figure 2B reveals

that individual neurons have different temporal response pat-

terns to stimulation. To better characterize neural responses to

stimulation, we first classified each response from every signifi-

cantly modulated neuron into one of four categories, distin-

guished by the timing of significant modulation in the response

(early or late stage) and the sign of the response (positive or

negative, indicating excitation or suppression). We found almost

every possible combination of response patterns in the data (see

STAR Methods) but present here four major classes: short-la-

tency excitation, long-latency excitation, short-latency suppres-

sion, and long-latency suppression (Figure 3A). In electrophysio-

logical recordings, directly activated action potentials are

observable within 0.5 ms of stimulation, whereas transsynaptic

action potential generally appear later that 0.7 ms.18 Given the

low sampling rate of 2-photon imaging and relatively slow rise
824 Neuron 112, 821–834, March 6, 2024
time of the calcium indicator, we cannot

distinguish between direct or indirect exci-

tation of neurons by electrical stimulation

during the early response period and there-

fore cannot map short-latency responses

into direct or indirect activation of neurons.

Nevertheless, we expect that the differ-

ence between short-latency and long-la-

tency reflect distinct network activation

patterns. For example, long-latency excita-

tion may reflect a period of rebound excita-

tion following network-induced inhibition,

such as is visible in electrophysiological re-

cordings of stimulation-evoked activity.24
To gain better insight into stimulation-evoked neural response

patterns (Figures 3B and 3C), we calculated the number of signif-

icantly modulated neurons as a function of stimulation amplitude

separately for each response pattern. Data were compiled across

all five experimental animals and separated by excitatory and

inhibitory neuronal types. The major response type at each stim-

ulation amplitude was short-latency excitation (Figures 3B and

3C), growing to a maximum of 36–39% of observed inhibitory

and excitatory neurons, respectively, at 50 mA.

The distribution of response profiles within the neural popula-

tion varies with stimulation amplitude. At 3 mA, short-latency

excitation represents 43% of significantly modulated single-

neuron responses, whereas almost 50% of significantly modu-

lated neurons were suppressed by stimulation (at short or long

latency; Figure 3C). The large fraction of suppressed responses

is consistent with past electrophysiological data that shows that

weak stimulation primarily suppresses neural firing.24 The
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Figure 3. Distinct categories of stimulation-evoked neural responses

(A) Four classes of neural responses. Traces show themedian response across all significantly modulated neurons within each category. Color-coded responses

are shown for each stimulation amplitude. Time of stimulation is shown by the vertical green line.

(B) Distribution of neural response types as a function of stimulation amplitude. Data are shown as the fraction of the total number of recorded neurons that are

significantly modulated by stimulation and show each type of response profile. Black lines show summed total across the response categories. Colors as in (A).

(C) Data are shown as the fraction of neurons with each response type out of the neurons that are significantly modulated at each stimulation amplitude. Lines

show data compiled across five experimental animals. Colors as in (A).
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mechanism by which electrical stimulation directly modulates

neural activity is thought to be excitation19,20; therefore, the

observed suppression likely results from indirect suppression

by activated inhibitory neurons.21 Suppression may dominate

at low stimulation amplitudes due to the difference in excitatory

and inhibitory neuron morphology. Given that the axon is depo-

larized during stimulation,17–20 the level of arborization predicts

which neurons are most easily activated by electrical stimula-

tion.49 Inhibitory neurons have denser local axonal arborizations

within cortical layers 2/3 than do pyramidal cells49 and therefore

are more likely activated at low stimulation amplitudes. Further-

more, despite our observation that excitatory neurons and inhib-

itory neurons are recruited at similar rates, there is some evi-

dence that stimulation antidromically activates neural cell

bodies at lower rates than the projecting neural axons,43 which

implies that recording cell bodies underestimates inhibitory

neuron activation. Therefore, we propose that the locally dense

inhibitory neuron axons are preferentially recruited at low stimu-

lation amplitudes, leading to the observed suppression of neural

responses.

Inhibition may be overcome with increasing stimulation

amplitude because the greater current spread activates a

larger fraction of neurons. Indeed, approximately 80% of

evoked neural responses at 15 mA show short-latency excita-

tion. Beyond 15 mA, the fraction of responses having short-la-

tency excitation gently falls to 60%–70% by 50 mA (Figure 3C).

In contrast, long-latency excitation, likely reflecting indirect

exciton of neural activity, steadily grows with stimulation

amplitude, peaking at 24%–33% by 50 mA (Figure 3C). The

long-latency responses may come from larger response am-

plitudes of primary-activated neurons at high-stimulation am-

plitudes (Figure 3A), which robustly activate the neural circuit,
increasing both transynaptic transmission and rebound re-

sponses following inhibition.35,50
Spatial distribution of stimulation-evoked neural
responses
We next analyzed the spatial relationship between stimulation

amplitude and significant stimulation-evoked responses (Fig-

ure 4). To qualitatively assess this relationship, we plot the loca-

tion of significantly modulated neurons relative to the electrode

tip for one mouse (Figure 4A), color-coding each neuron by its

response class. Activation patterns for the other four mice are

shown in Figure S2. These plots show that stimulation-evoked

activity expanded to the edge of our field of viewby 20 mA. There-

fore, we consider changes in the volume and density of stimula-

tion-evoked activity only up to 20 mA. Volume is calculated by

drawing a boundary around the three-dimensional space taken

up by activated neurons, which allows for asymmetric activation.

The result is also presented using the conventional radial mea-

sure of neural activation in Figure S3.

Consistent with prior work,22,35 we found that the three-dimen-

sional (3D) volume of space taken up by significantly modulated

neural cell bodies did not significantly increase with stimulation

amplitude for excitatory neurons, and only at 15 mA had it

increased significantly for inhibitory neurons (tests for significance

comparedwith response distribution at 3 mA; Figure 4B). The den-

sity of significantly activated excitatory neurons grew more

sharply, reaching significant difference by 10 mA (tests for signifi-

cance compared with response distribution at 3 mA; Figure 4C).

Incontrast toexcitatoryneurons, thedensity of significantlymodu-

lated inhibitory neurons did not changewith stimulation amplitude

(Figure 4C).
Neuron 112, 821–834, March 6, 2024 825
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Figure 4. Spatial distribution of stimulation-evoked neural responses as a function of stimulation amplitude

(A) Spatial distribution of responses as a function of stimulation amplitude for excitatory neurons (top) and inhibitory neurons (bottom) from a single experimental

animal (mouse 1). The black line shows the stimulating electrode. Three stacked imaging planes are shown, each 20 mm apart. Axis coordinates show distance

from the electrode tip in mm. Each marker represents the location of a neuron that was significantly modulated by stimulation. The marker color shows a neuron’s

average response. See also Figure S2 for spatial distribution of responses from the remaining experimental animals.

(B) The the 3D volume of space covered by significantly modulated neurons at each stimulation amplitude, calculated as the outer boundary of all the neuron

locations. Significant changes in volume from the value at 3 mA are indicated as � symbol (p < 0.05, two-sample t test, Holm-Bonferroni correction for multiple

comparisons). See also Figure S3 for a measure of the average radial distance at which neuron responded to stimulation.

(C) The density of significantly modulated neurons within the spatial volume covered by significantly modulated neurons. Significant changes in density from the

value at 3 mA are indicated by stars as in (B)

(D) The 3D volume of space covered by significantly modulated neurons at each stimulation amplitude. Colors represent different response profiles, color-coded

as in (A). Significant changes in volume from the value at 3 mA are indicated by the � symbol (p < 0.05, two-sample t test, Holm-Bonferroni correction for multiple

comparisons).

(E) The density of significantly modulated neurons within the spatial volume covered by significantly modulated neurons at each stimulation amplitude. Data are

broken categories as in (A). Significant changes in density from the value at 3 mA are indicated by stars as in (D).
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Figure 5. Correlation between stimulation-evoked responses and experimental variables

Correlation between stimulation-evoked responses and experimental variables. Cell-type-specific correlations between the amplitude of stimulation-evoked

responses (DF) and stimulation amplitude, pre-stimulus activity, and running speed. Each circle denotes a single cell; data were compiled from all neurons in all

mice. E indicates excitatory neurons, I indicates inhibitory neurons, and C is the control condition (both excitatory and inhibitory neurons) where data were

shuffled across trials. Stars above each distribution denote a significant difference relative to controls or differences between excitatory and inhibitory pop-

ulations (p < 0.01, Wilcoxon rank-sum test).
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The difference in changes in density with increasing stimula-

tion amplitude between excitatory and inhibitory neurons sug-

gests different mechanisms of recruitment. Excitatory neurons

are sparse and distributed throughout the space, and increasing

current amplitude adds more neurons to the same volume,

increasing the observed density. In contrast, inhibitory neuron

recruitment can maintain the same average density across stim-

ulation amplitude if they are recruited within a sphere surround-

ing the electrode tip whose volume grows with increasing ampli-

tude, such that additional neurons are recruiting from a larger

volume. The increase in average volume and density with stimu-

lation amplitude was being driven primarily by changes in the

spatial distribution of short-latency excitation (Figures 4D and

4E), which matched the changes observed in the overall popula-

tion. For excitatory neurons, there was no average change in vol-

ume or density of the other response types; however, the differ-

encemay be due to the relatively smaller sample size of the other

response types. For inhibitory neurons, the sample size of neu-

rons with response profiles other than short-latency excitation

were sparse (Figure 3), which made for noisy estimates of vol-

ume and density split by response type.

Modulation of stimulation-evoked responses by ongoing

neural activity

The responses of single neurons to electrical stimulationwere var-

iable across repeated stimulation trials with a fixed stimulation

amplitude (Figure 5A). This variability could be due to fluctuations

in the underlying neural activity patterns at the time of stimulation

that modulate stimulus-driven responses as a function of motor

behavior, locomotion, or cortical state.27,51–53
To determine the factors that contribute to variability in stimu-

lation-evoked responses, we calculated the pairwise correlation

between each neuron’s single-trial early stage responses to

stimulation with three variables: (1) electrical stimulation ampli-

tude, (2) the animal’s running speed during stimulation, and (3)

each neuron’s pre-stimulus activity level (the mean activity in

the 1 s prior to stimulation onset). We found that stimulation

amplitude and pre-stimulus activity affect stimulation-evoked re-

sponses (Figure 5B). As expected from a prior analysis (Fig-

ure 2D), stimulation amplitude had a positive average correlation

with the amplitude of evoked neuronal responses: 0.32 ± 0.31

(mean ± standard deviation) for excitatory neurons and 0.27

± 0.32 for inhibitory neurons. In addition, the average correlation

coefficient for excitatory neurons was significantly higher than

the average correlation coefficient for inhibitory neurons (p =

0.001, Wilcoxon rank-sum test). Therefore, the stimulation-

evoked responses of excitatory neurons more closely follow

stimulation amplitude than the responses of inhibitory neurons.

In contrast to the positive correlations observedwith stimulation

amplitude, pre-stimulus neural activity was negatively correlated

with stimulation-evoked responses, suggesting that stimulation

tended to suppress or diminish ongoing neural activity (Figure 5B):

�0.05 ± 0.21 (mean ± standard deviation) for excitatory neurons

and�0.06 ± 0.21 for inhibitoryneurons,bothsignificantlydifferent

from the control (shuffled trial labels; p% 0.0001, Wilcoxon rank-

sum test). There was no significant difference between the distri-

bution of correlation coefficients for inhibitory and excitatory neu-

rons (p = 0.43, Wilcoxon rank-sum test). Unlike stimulation ampli-

tude and pre-stimulus activity, the animal’s running speed at the
Neuron 112, 821–834, March 6, 2024 827
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Figure 6. Variability in stimulation-evoked re-

sponses can be explained by pre-stimulus ac-

tivity

(A) Example evoked responses to electrical stimu-

lation at 50 m A for excitatory and inhibitory neurons

(F: raw fluorescence, D F: aligned to timepoint just

prior to stimulation). These responses are shown in

arbitrary units, which cannot be compared across

neurons. The color of each single-trial response re-

flects the relative amplitude of the pre-stimulus ac-

tivity, with lighter colors (blue and red) indicating

higher pre-stimulus activity levels. Above each

neuron is a calculated effect size across trials (ef).

Only trials that did not follow high-amplitude stimu-

lation are shown.

(B) Effect size distribution, mean, and standard error

(overlaid) for significantly modulated excitatory

neurons (black) and inhibitory neurons (red) at all

stimulation amplitudes. Stars indicate a significant

difference from mean zero (p < 0.05, t test) or sig-

nificant difference between excitatory and inhibitory

neurns (p < 0.05, Wilcoxon rank-sum test).

(C) Effect size mean and standard error plotted as a

function of stimulation amplitude, separately for

excitatory (black) and inhibitory (red) neurons that

were significantly modulated by electrical stimula-

tion. Significant difference from zero is indicated by

red and black stars (p < 0.05, Wilcoxon sign-rank

test, using the Holm-Bonferroni correction for mul-

tiple comparisons within each neuron class). Sig-

nificant differences between neuron types are indi-

cated by blue stars (excitatory vs. inhibitory; p <

0.05,Wilcoxon rank-sum test, using the Holm-

Bonferroni correction for multiple comparisons).

(D) The mean and standard error for effect size

plotted as a function of stimulation amplitude,

separately for each response type. Significant dif-

ference from zero is indicated by color-coded stars

(p < 0.05, Wilcoxon sign-rank test, using the Holm-

Bonferroni correction for multiple comparisons

within each neuron class). Data points with fewer

than 30 neurons were excluded from the figure.

(E) The fraction of the variance in stimulus-evoked

responses that is explained by the value of pre-

stimulus activity (i.e., the R2 value of the linear

regression show in A), averaged across neurons significantly modulated at each stimulation amplitude (vertical axis) and at each distance from the stimulating

electrode (horizontal axis). Stars denote significant difference from theR2 values at 3 m Awithin 0–100 mmof the electrode tip (p < 0.05, Wilcoxon rank-sum test,

using the Holm-Bonferroni correction for multiple comparisons within each class of neurons).
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timeof stimulationwas uncorrelatedwith the amplitude of stimula-

tion-evoked neural activity (rexcitatory = �0.005 ± 0.13 and

rinhibitory = 0.001 ± 0.14; Wilcoxon rank-sum test; Figure 5B).

To quantify the relationship between pre-stimulus activity and

evoked response amplitude at each stimulation amplitude, ‘‘ef-

fect size’’ was calculated as the slope of the linear regression be-

tween the trial-by-trial stimulation-evoked responses of a neuron

and its corresponding pre-stimulus activity (Figure 6). A negative

effect size indicates that high pre-stimulus activity suppresses or

diminishes stimulation-evoked responses, and a positive one in-

dicates that high pre-stimulus activity facilitates stimulation-

evoked responses. A near-zero effect size indicates no consistent

effect of pre-stimulus activity on evoked responses across trials.

Effect sizes were variable across the population of recorded

neurons (Figure 6B). Excitatory neurons had a significantly lower
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average effect size than did inhibitory neurons (�0:14±1:41 vs.

0:02±1:19; Figure 6A). For a more detailed view, we plotted ef-

fect sizes separately at each stimulation amplitude and found

that effect sizes grew weaker with increasing amplitude (Fig-

ure 6B). Inhibitory neural responses evoked by stimulation

were, on average, diminished only at low-amplitude stimulation

(3 and 5 mA). In contrast, excitatory neuron responses to stimu-

lation were significantly diminished up until 50 mA.

Splitting the neural population by stimulation-evoked response

types reveals that pre-stimulus activity has different relationships

with each response type (Figure 6D). Themost prominent change

is that the amplitude of long-latency excitatory responses is facil-

itated by high pre-stimulus activity. In contrast, both short- and

long-latency suppression have negative effect sizes at all stimu-

lation amplitudes. Short-latency excitatory responses, which
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Figure 7. The effect of repeated stimulation on evoked activity patterns

(A) Evoked responses to stimulation trials at 50 mA of a subset of significantly modulated neurons are shown for each repeat of a stimulation trial that did not follow

a high-amplitude stimulation trial (defined as 30, 40, or 50 mA). Colors indicate neuron type (inhibitory vs. excitatory). Responses have been smoothed for clarity.

(B) The ‘‘repeat effect’’ (i.e., the slope of the linear relationship between the amplitude of single-trial stimulation-evoked responses and the trial number) for

inhibitory neurons (red) and excitatory neurons (black) that were significantly modulated by stimulation at each amplitude. Lines show mean and standard error.

Stars indicate significant difference (i.e., rejecting the null hypothesis of zero change in evoked amplitude across repeated stimulation trials) for excitatory (black)

and inhibitory (red) neurons (p < 0.05, t test, Holm-Bonferroni correction for multiple comparisons).
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compose the majority of responses at all stimulation amplitudes

(Figure 3), gradually decrease in effect-size amplitude with

increasing stimulation amplitude.

Finally, to quantify how well the pre-stimulus fluctuations can

predict the variance of the stimulation-evoked responses, we

calculated the R2 value of the regression model for each neuron

under different stimulation amplitude. We binned inhibitory and

excitatory neurons by their radial distance from the electrode

tip and calculated the average R2 in each bin as a function of

stimulation amplitude (Figure 6E). We found a strong interaction

between stimulation amplitude, radial distance, and effect size.

Pre-stimulus baseline activity strongly modulates the response

evoked by low-amplitude stimulation; however, the relationship

is much weaker at higher stimulation amplitudes. Additionally,

moving further away from the electrode tip has the effect of

weakening the electrical current that is seen by neural cell bodies

and processes, and pre-stimulus baseline activity has a stronger

influence, as evidenced by larger R2 values at greater distances.

These results paint an interesting picture regarding the ability to

use electrical stimulation to manipulate neural activity patterns.

Strong stimulation can control neural activity within a small re-

gion surrounding the electrode tip but leads to variable results

in a larger region surrounding the site of stimulation, where stim-

ulation is integrated into ongoing activity patterns of neural

circuits.

Neural responses adapt to repeated stimulation

Prolonged periods of stimulation can drive neural plasticity.54,55

Here, we found that repeated stimulation did indeed modulate

the effect of repeated stimulation dependent on the amplitude

of stimulation as well as on neuron type (Figure 7). To test for

short-term depression in stimulation-evoked responses, we
calculated a ‘‘repeat effect size’’ by regressing the mean stim-

ulus-evoked response on each trial against trial number and us-

ing the slope of the regression line as themeasure of the effect of

repeated stimulation. Inhibitory neuron responses at high-stimu-

lation amplitudes were facilitated by repeated stimulation and

were moderately suppressed at 20 mA but showed no significant

changes at lower stimulation amplitudes. Repeated stimulation

of excitatory neurons at high amplitudes were similarly facilitated

(20–50 mA), with stronger responses appearing across trials;

however, repeated stimulation at 10 mA led to significant sup-

pression across trials.

DISCUSSION

In this study, we applied two-photon imaging combined with

cell-type-specific labeling to address an outstanding scientific

question: howdoes electrical stimulation affect cortical inhibitory

neurons? Prior work had only indirectly measured the contribu-

tion of inhibition to network responses to electrical stimulation

and was largely conducted in anesthetized animals.

There are three major classes of inhibitory interneurons that

make up 10%–20%of neurons in the brain: parvalbumin (PV)-ex-

pressing, somatostatin (SST)-expressing, and vasoactive intes-

tinal peptide (VIP)-expressing neurons. Each of the three classes

has distinct connections with one another and with excitatory

neurons and thus serves a separate function within the cortical

circuit56–58; therefore, modulating each class will have a different

effect on neural processing.59,60 For example, PV neurons regu-

late spatiotemporal patterns of activity,61 whereas VIP neurons

disinhibit sensory-evoked responses in excitatory neurons.62

Although in this manuscript we do not differentiate between
Neuron 112, 821–834, March 6, 2024 829



Figure 8. Differential spatial patterns of recruitment for inhibitory and excitatory neurons

Differential spatial patterns of recruitment for inhibitory and excitatory neurons as stimulation amplitude increases: excitatory neurons increase density within a

fixed volume, whereas inhibitory neurons remain at fixed density while activation volume increases. Neurons that are significantly modulated by stimulation are

shown in dark colors. Neural cell bodies (soma) are shown as filled square (cyan for excitatory neurons, red for inhibitory neurons). The dendrites of each cell are

shown in purple, and axons are shown in black for excitatory neurons and red for inhibitory neurons. The neural morphology shown is based on reconstructions of

anatomical data presented in Komarov et al.49
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the three classes of inhibitory neurons, we validate a genetic

approach to distinguish the effects of electrical stimulation

on excitatory and inhibitory neural populations by taking advan-

tage of transgenic mouse lines. We found both similarities

(recruitment rates, temporal response profiles, and potentiation

from repeated stimulation) and differences (spatial recruitment

pattern and dependence on pre-stimulus activity) between

recruitment of excitatory and inhibitory neurons by electrical

stimulation. Our results underscore the need to further charac-

terize neural responses in a subtype-specific manner.

Excitatory vs. inhibitory neuron recruitment by
electrical stimulation
Similar to prior work in anesthetized animals,16,35,48,50 we found

that the number and amplitude of stimulation-evoked neuronal

responses scale with stimulation amplitude. Furthermore, the

recruitment of excitatory and inhibitory neurons grows with stim-

ulation amplitude at approximately the same rate (Figure 2).

These results agree with contemporary work that indirectly in-

ferred neuron class33 but contradicts computational models

that predict that stimulation would recruit a somewhat larger

fraction of excitatory neurons than inhibitory neurons.22,63 The

difference may be explained by the nature of evoked responses

considered by the experimental vs. computational work: the

models predict direct activation of neurons by stimulation,

whereas the experimental work additionally includes indirectly

activated neurons. Indirect activation of inhibitory neurons

following stimulation via strong projections from excitatory neu-

rons58 may approximately equalize the fractions of the recruited

inhibitory and excitatory population.

In contrast to similar rates of recruitment, excitatory and inhibi-

tory neurons were activated with distinct spatial patterns:

increasing stimulation amplitude recruits excitatory neurons in a
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fixedvolumewith increasingdensitybut recruits inhibitory neurons

with increasing volume and fixed density (Figure 4). This observa-

tionmirrorscomputationalpredictions that interneuron recruitment

is dense around the electrode, whereas excitatory neuron recruit-

ment is sparse and distributed.63 These distinct recruitment pat-

terns, in turn, dictate the distinct spatial distributions of recruited

neurons described above (Figure 8). For excitatory neurons,

increasing current amplitude adds more neurons to the same vol-

ume, yielding higher activation density. In contrast, inhibitory neu-

rons are activated within a sphere surrounding the electrode tip;

increasing amplitude then recruits more neurons from a larger

area, maintaining approximately the same activation density.

Our data consisted of fewer inhibitory neurons than expected

for the upper layers of rodent cortex—just 8% of recorded neu-

rons (6,162 excitatory neurons and 532 inhibitory neurons). In

contrast, there are thought to be approximately 12:7±2:2% in

layer 2/3 of the rat primary visual cortex64 and 11%–16% of layer

2/3 neurons in mouse barrel cortex.65 We attribute the difference

to two factors: incomplete labeling efficacy in our mouse line44

and aggressive artifact correction in the red imaging channel

used to identify inhibitory neurons (see STAR Methods: identifi-

cation of inhibitory neurons).

Integration of stimulation into ongoing neural activity
Traditionally, stimulation was used to link neural activity within

brain areas to sensory perception, motor functions, and other

behaviors; the idea was that stimulation could activate or disrupt

neural activity within a brain area, respectively, facilitating or in-

terrupting the function of that brain area. Neural stimulation was

thought to ‘‘hijack’’ the brain—eliminating and replacing ongoing

neural activity in the target brain region.66,67 However, the true

relationship between stimulation and ongoing neural activity is

more complex.
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Integration of electrical stimulation into ongoing neural activity

patterns has been observed across spatial scales. At the level

of whole brain areas, anesthesia, arousal, and resting-state

functional connectivity in brain networks all alter the effects of

electrical stimulation.68–70 At the level of single neurons, focal

attention has been found to promote neural activation and signal

propagation across brain areas following electrical stimulation,28

whereasmotor behavior reduces the oscillations in local field po-

tential normally induced by stimulation.27,30 The amplitude of

local field potentials at the time of stimulation also alters the ef-

fect of stimulation, with local depolarization facilitating stimula-

tion-evoked responses71 and spontaneous firing rates are corre-

lated with the probability that that a stimulus pulse elicits an

action potential from a nearby neuron.33 Furthermore, longer pe-

riods of inactivity in a neuron are associated with larger stimulus-

evoked responses.72

In this study, we examined the integration of cortical electrical

stimulation into the ongoing activity of excitatory vs. inhibitory

neurons. We found that inhibitory neuron responses to stimula-

tion are less dependent on pre-stimulus activity than are excit-

atory neuron responses (Figures 6B and 6C), in that they are

less correlated with stimulation amplitude (Figure 5) and are

less likely to have ongoing neural activity suppress stimulation-

evoked responses (Figures 6B and 6C). Therefore, although

inhibitory neuron responses to stimulation are well explained

by pre-stimulus baselines (Figure 6E), they have a different rela-

tionship with pre-stimulus activity.

Our results notably differ from recent work that examined the

effect of spontaneous firing rates on the probability that a single

pulse of stimulation would elicit an action potential.33 In that

study, electrophysiological recordings were made of neural re-

sponses to single-pulse stimulation. The authors found that the

probability a spike would be elicited was highly correlated to

the neuron’s spontaneous firing rate. In contrast, we find that

excitatory neuron responses to stimulation are, on average, sup-

pressed by stimulation. We propose that the difference between

our studies is the method of stimulation used: single pulse vs.

high-frequency multi-pulse. Although ongoing neural activity fa-

cilitates responses to single-pulse stimulation, ongoing neural

activity suppresses responses to high-frequency multi-pulse

stimulation. Clearly, high-frequency stimulation activates inhibi-

tory networks within the cortex during periods of high activity.

In contrast, single-pulse stimulation activates circuits that facil-

ities neural spiking. Taken together, these two studies empha-

size the interaction between stimulus parameters and ongoing

networks of neural activity.

Implications for neural prostheses
Beyond a technical analysis of stimulation-evoked neural activity

within the cortex, our work has implications for neural prosthe-

ses, particularly thinking about encoding artificial sensory infor-

mation within neural circuits. The goal of providing artificial

sensation is to replace a lost sensation, which requires patterned

modulation of neural activity within the periphery, thalamus, or

one of the sensory cortices.9,11,73–77 Clearly, electrical stimula-

tion is capable of modulating neural activity patterns in the brain,

and, beyond its clinical viability, it is readily detectable by ani-

mals and humans alike.1,9,11,78 But the target of electrical stimu-
lation matters. Activating a single putative inhibitory neuron

elicits a stronger but more variable percept than activating single

putative excitatory neuron.23 If strong activation is ideal, then

clearly inhibitory neurons should be targeted. On the other

hand, stable evoked patterns of neural activity are easier to learn

than those that are more variable.79 Thus, targeting excitatory

neurons alone or in combination with a stimulation patterns

that activates SST neurons (the activity of which improves reli-

ability of neural spiking60) could improve artificial sensation.

From the work in this paper, we can additionally suggest that

increasing stimulation amplitude to certain extent (beyond 15

mA in the mouse visual cortex) could improve stability of evoked

responses by reducing their dependence on ongoing activity

patterns in the brain, which should help learning and integration

of artificial sensory signals into natural sensorimotor function.80
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The data and custom analysis code is available at Mendeley Data: https://doi.org/10.17632/tzwps2dykh.1. Any questions regarding

the analysis should be directed to the lead contact, Maria C. Dadarlat.

METHOD DETAILS

Surgery
All procedures were conducted in accordance with the ethical guidelines of the National Institutes of Health and were approved by

the Institutional Animal Care and Use Committee at the University of California, San Francisco. The surgical procedures used in these

experiments have been described previously38 and are related briefly below. The overall experimental setup is shown in Figure 1.

Mouse cortical inhibitory neurons were labeled with red fluorescent markers by crossing transgenic mouse lines Gad2-IRES-Cre

with reporter line Ai14 (Jackson labs strains 010802 and 007914;44,81). We studied five mice of ages 3–6 months (both male and fe-

male). Each mouse underwent a total of three separate surgical procedures to chronically implant 1) a titanium headplate, 2) a plat-

inum/iridium (Pt/Ir) electrode (0.1 MOhm, PI20030.1A3 Microprobes for Life Sciences) beneath a glass cranial window, and 3) a two-

pin receptacle connector and ground wire. Just prior to implantation of the stimulating electrode, mice were injected with 100 nL of

AAV virus expressing GCaMP6s into three locations within primary visual cortex (AAV1.Syn.GCaMP6s.WPRE.SV40) at two depths

(150 and 300 mm) per location. AAV1.Syn.GCaMP6s.WPRE.SV40 was a gift fromDouglas Kim &GENIE Project (Addgene viral prep #

100843-AAV1; http://n2t.net/addgene:100843; RRID:Addgene_100843). This virus transfects both excitatory and inhibitory neurons

with a fast fluorescent indicator of calcium concentration. For each procedure, animals were anesthetized to areflexia using amixture

of Ketamine and Xylazine (100 mg/kg and 5 mg/kg, IP).

The surgery to implant a titaniumheadplatewas previously described in detail.82,83 The headplates used hereweremodified from the

original design by removing the rear third, leaving a semicircular portionwith lateral flanges.We implanted thePt/Ir stimulating electrode

and glass cranial window between three to seven days after the headplate surgery. Implantation of the glass cranial window closely

follows well-established experimental protocols.84,85 The stimulating electrode was implanted after a craniotomy wasmade to expose

the cortical surface. Following drilling of the skull but prior to removal of the bone flap, a small rampwas shaved in the skull just anterior
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to the craniotomy. This ramp allowed us to implant the stimulating electrode at the very edgeof the craniotomy – a detail thatwas critical

for successfully securing the glass cranial window onto the surface of the brain and ensuring a long-lasting chronic implant.

The Pt/Ir electrode was inserted at a 7 or 11 degree angle to a targeted depth of 150–200 m m below the cortical surface using a

digital micromanipulator (Sutter MP-285). However, using 2-photon imaging to estimate electrode depth prior to completing record-

ings, we found that the actual implantation depth varied from100 - 150. Next, a layer of sterile Vaseline was placed along the posterior

of the craniotomy behind which a layer of cyanoacrylate mixed with dental acrylic was added to fix the electrode in place. After the

electrode was secure and the Vaseline removed, a 3 mm glass window was placed over the craniotomy. The edges of the window

were fixed in place using cyanoacrylate, and were further stabilized by the application of dental acrylic. The electrode was clipped

with wire cutters at its exit from the dental cement, leaving only an edge exposed.

After allowing the animal to recover for several days, a two-pin receptacle connector and ground wire were implanted. One pin of

the connector was electrically connected to the end of the implanted electrode using a conductive silver paint. The connection was

insulated using cyanoacrylate, and the rest of the connector was firmly attached to the rear of the titanium headplate using more

cyanoacrylate. To complete the circuit, a small hole was drilled through the skull over the contralateral frontal lobe. The stripped

end of a chloridized silver wire was inserted beneath the skull (making contact with cerebral spinal fluid but not piercing the brain)

and the opening was covered with a biocompatible silicone elastomer. Finally, cyanoacrylate was applied over the silicone elastomer

and over any loose portion of the ground wire to provide stability and electrical insulation. The headplate, electrode, and glass im-

aging window were thus chronically implanted for the duration of the experiments. This surgery typically provided stable images for

three to six months following implantation. However, the experiments reported here took place on a single day during a single

recording and stimulation session.

Electrical stimulation
The goal of the experimental protocol was to understand how electrical stimulation of a range of amplitudes modulates activity in

surrounding neurons and to isolate differences in its effect on excitatory and inhibitory neurons. The stimulation protocol consisted

of delivering a constant-current electrical stimulus of nine different intensities once every ten seconds, for a total of ninety stimuli dur-

ing the recording session (Figure 1C). The amplitude of each stimuluswas chosen from an array of possible values (3, 5, 10, 15, 20, 25,

30, 40, or 50 mA) in a pseudo-random fashion, for a total of ten repetitions per stimulus amplitude across the experimental session.

Stimulation frequency was held fixed at 250 Hz. Each stimulus consisted of a train of twenty-five biphasic, cathode-leading pulses for

a total stimulation duration of 100ms. Biphasic pulses were composed of a 200 ms cathodal pulse, a 200 ms inter-pulse interval, and a

200 ms anodal pulse. Based on analysis of current density as a function of surface area of the stimulating electrode, we do not expect

stimulation at these levels to have damaged cortical tissue. The exposed tip of the chronically-implanted stimulating electrode is

approximately 3900 mm2 (personal communication with Microprobes for Life Sciences). In contrast, the exposed tip of the Utah array

is estimated to be 1573 mm2.86 We used a maximum stimulation amplitude of 50 m A at 200 ms duration for a total pulse delivery of

10 nC per phase or 0.01 mC per phase. Taking into account the area of the exposed tip, this translates into 5.8 mC/(ph cm2), which is

expected to do no damage to the surrounding neural tissue in the context of this experiment.87 However, note that prolonged stim-

ulation at stimulation amplitudes above 3 nC per phase is known to cause damage to the cortex.88

Two-photon calcium imaging
Calcium responses of specific cell types and processes were acquired using a resonant-scanning two photon microscope (Neuro-

labware) controlled by Scanbox acquisition software. A Coherent Chameleon Ultra II laser was used for GCaMP excitation at a

wavelength of 920 nm. Emission light was filtered by emission filters (525/70 and 610/75 nm) and measured by two independent

photomultiplier tubes (Hamamatsu R3896). The objective used was a 16x water-immersion lens (Nikon, 0.8 numerical aperture

(NA), 3 mm working distance). Image sequences were captured at 15.5 Hz at a depth of 100–300 m m below the pia. All recordings

were made on awake, head-fixed mice that were free to walk or run on a spherical ball that is elevated by a stream of air85

(Figure 1B).

Neural responses were imaged in three planes spaced 20 mm apart in depth, covering an area of approximately one mm2 (1136 mm

by 1083 mm). Each plane was imaged at 5.17 Hz (15.5 Hz divided by three imaging planes). In four of the mice, the first imaging plane

was at placed the depth of the stimulating electrode (assessed by visual inspection or automated z-stack imaging) and the remaining

two planeswere 20 and 40 mmdeeper. In onemouse, imaging depthwas restricted (possibly by viral expression levels), sowe instead

placed imaging planes at the electrode tip and 20 mm above and below the electrode tip. All neural recordings were made in a dark

room and the animals were isolated from the experimenter in an enclosure formed by black laser safety fabric. Mice underwent at

least 5 days of training to acclimate to the treadmill and head-fixation prior to recordings. Treadmill movement was captured by a

Dalsa Genie M1280 camera synchronized to microscope scanning.

QUANTIFICATION AND STATISTICAL ANALYSIS

Registration, cell detection, and neuropil correction
Image registration, region of interest (ROI) detection, neuropil correction of the two-photon imaging data were carried out using the

Suite2p pipeline.89 The data were further curated through manual cell detection, differentiating between cell and non-cell ROIs using
e2 Neuron 112, 821–834.e1–e4, March 6, 2024
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the Suite2p GUI. Each ROI identified by Suite2p was manually analyzed to determine whether Suite2p’s classification of cell or non-

cell was correct. The classifier was trained by considering the calcium traces, shape, compactness, aspect ratio and position of the

ROIs. ROIs were considered as cells if: 1) they had calcium traces considerably different from the surrounding neuropil activity, and 2)

a round, compact shape of a size large enough to represent a cell body rather than the cross section of a dendrite. We kept all ROIs

that were assigned by Suite2p a probability of at least 0.5 of being a neuron. All subsequent analyses were conducted inMatlab using

custom code.

Electrical stimulation induced a large, synchronized deviation of the neuropil signal, which may bias the responses recorded in

‘‘single-neuron’’ ROIs. Therefore, to isolate a single neuron’s activity across the imaging session, we subtracted 0.8 times the neuro-

pil signal surrounding each cell (neuropil was assumed to be an annulus surrounding each ROI). Note that this value is larger than that

conventionally used90 to account for the high level of neuropil synchrony during electrical stimulation. We arrived at a value of 0.8 for

neuropil subtraction following qualitative inspection of non-neuronal regions of interest, ensuring that response traces neither had

residual neuropil contamination nor were artificially suppressed following neuropil subtraction.

Identification of inhibitory neurons
Red cells (genetically labeled inhibitory neurons) were determined by detecting ROIs from the red channel, based on modification

from suite2p source code. Briefly, pixels on averaged images from the green and red channels were plotted as x vs. y (green vs.

red) to generate a linear fit to estimate the potential contribution in the red channel from the green channel: instead of using least

square method, we used the minimum value of the red channel against values of each green channel. After subtraction of the esti-

mated contribution from green channel, the red signal in each ROI was then calculated and compared with nearby ROIs: if it was

significantly greater than the local average (2 times of the standard deviation), the cell was classified as inhibitory neurons.

Radial distance from electrode tip
To describe stimulation-evoked activity patterns as a function of radial distance from the electrode tip, each neuron’s relative position

was calculated as follows. The position of the electrode tip was found by visually inspecting the max projection image across the

aligned imaging movie data. Within each imaging plane, a neuron’s position was said to be at the mean of the x and y pixels assigned

to that ROI, which were then converted into mm. We found the radial distance for each neuron, r, by including information about the

imaging plane in which each ROI was located: r = ðx2+y2+z2Þ12, where x and y are the mean position of a neuron within the imaging

plane (in mm) and z is the distance between the plane of the electrode tip and that of the ROI (0, 20, or 40 m m). Once the relative

position of each cell was found, we binned all distances into bins of width 100 m m, ranging from 0 to 500 m m.

3D Volume from electrode tip
The cortical volume associated with stimulation-evoked activity is defined as the three-dimensional space taken up by activated neu-

rons if a boundary were to be drawn around the outermost neurons.We use thismetric instead of themore conventional calculation of

radial distance of a sphere17 because the boundary calculation allows for anisotropic current flow (and thus activation patterns) dur-

ing stimulation.

Significant modulation of neural activity
Neural responses to stimulation were characterized as the change in fluorescent intensity of the cell body for 20 samples relative to its

value at stimulation onset. This data spanned 3.67 seconds at 5.17 Hz sampling rate per imaging plane, with the first time point taken

to be the sample just prior to when stimulation occurred. A neural ‘‘response’’ was said to be the fluorescent activity within the region

of interest defined for each neuron in the four seconds, starting at and including the point of stimulation. The responses of calcium

florescencewere split into 2 stages: stage 1 (approximately 0-580ms,which is equivalent to taking 3 data samples including the time-

point of stimulation) and stage 2 (580 - 3680 ms after stimulation — the subsequent 16 samples). This criteria was based on the

approximately time it took for a GCaMP6s florescent signal that corresponded to ten action potentials to rise and plateau (up to

500 - 600 ms for ten spikes, although rise time was lower for fewer spikes;47).

To determine significant modulation by electrical stimulation, we compared early and late stage responses for the ten trials at each

amplitude with the neuron’s single-trial baseline activity (calculated as the average activity in the three second period prior to stim-

ulation onset). Significant deviation from baseline (taken as the 3 s preceding stimulation onset) was tested for the early and late stage

separately using a Wilcoxon rank-sum test, taking p %0.02 as a threshold. No corrections were made for multiple comparisons;

instead, further analysis takes this level of activation (one out of every 50 neurons considered) to be equal to chance.

Removal of data following high-amplitude trials
One limitation ofmeasuring neural activity using calcium imaging is the slow decay rates contributed by both the nature of the calcium

influx and genetically-encoded calcium indicators. To mitigate the possibility that neural suppression was an artifact of slow

GCaMP6s decay following high-amplitude stimulation, we only analyzed neural responses for significance after removing any

data that followed high-amplitude trials. High-amplitude stimulation was defined as those inwhich the duration of fluorescence decay

had not returned to baseline by the beginning of the next stimulus trials (Figure 3A). This was found to occur for 30, 40, and 50 m A for

short-latency excitation. Our results did not greatly change when we additionally designated 25 m A as high-amplitude; however, the
Neuron 112, 821–834.e1–e4, March 6, 2024 e3
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number of trials that could be considered to determine modulation significance fell, so we chose to present the results when keeping

trials following 25 m A stimulation.

Amplitude and variance of evoked neural responses
The amplitude of an evoked neural response was calculated in one of two ways. The first method, used in Figure 2, simply took the

maximum value of a neuron’s average response (a four second trace of fluorescence as a function of time, beginning at the time of

stimulation) to each stimulation amplitude (averaged across ten trials). To account for neurons that were predominantly suppressed

by stimulation, we also found the minimum of the trial-averaged response trace. Then, the modulation amplitude for that neuron was

taken as the maximum of two values: the absolute value of the minimum and the maximum of the response. The second method,

used in Figure 3, takes into account the temporal response of each neuron (see below description of neural response profiles)

when calculating response amplitude. In this case, the response amplitude was taken to be the average value of the response stage

in which the neuron was significantly modulated. This analysis splits apart suppression from excitation. If the neuron was significantly

modulated during both stages, we took the response amplitude to be the maximum of the absolute value of the average activity

evoked in each stage (to account for negative D F values during suppression).

Establishing neural response profiles
Based on prior literature, we know that neurons can be excited, suppressed, or both by electrical stimulation at varying time lags

relative to stimulation onset. To categorize the temporal responses of neurons and to catalog their diversity, we considered eight

possible combination of significant response patterns:

1 Significant excitation only in stage 1

2 Significant excitation in both stages

3 Significant excitation only in stage 2

4 Significant excitation in stage 1 followed by significant suppression in stage 2

5 Significant suppression only in stage 1

6 Significant suppression in both stages

7 Significant suppression only in stage 2

8 Significant suppression in stage 1 followed by significant excitation in stage 2

Of these eight categories, the majority of responses fell into groups 1, 2, 3, and 7. Therefore, we simplified our characterization of

neural responses into into four major categories: short-latency excitation (response profiles 1, 2), long-latency excitation (response

profiles 3), short-latency suppression (response profiles 5, 6, 8), and long-latency suppression (response profiles 4 and 7).

Neural correlations and Effect size
To determine the effect of ongoing neural activity levels and overt motor behavior on stimulation-evoked neural responses, we first

calculated pairwise correlations for single neurons between a neuron’s mean evoked response to stimulation and: 1) baseline neural

activity level prior to stimulation, 2) stimulation amplitude, and 3) running speed. We additionally shuffled the trial order as a control to

generate distributions for random correlations. The correlation was computed for each cell across all trials, excluding trials that fol-

lowed high-amplitude stimulation trials (30, 40, or 50 m A).

Next, for each neuron, we calculated an ‘‘effect size’’ for the effect of differences in pre-stimulus neural activity on the amplitude of

stimulation-evoked responses. The pre-stimulus neural activity was taken to be the average fluorescence of the neuron in the 1 s

preceding stimulation. The effect size was set to the slope of the linear regression parameters fit to model themean evoked response

(y) as a function of pre-stimulus neural activity (x). The effect size was calculated separately for each stimulation amplitude after

excluding trials that followed high-amplitude stimulation (30, 40, or 50 m A).

The amount of variance in the response amplitude that is accounted for by pre-stimulus activity is equal to theR2 value of the linear

regression. We first calculated an effect size for each neuron at each stimulation amplitude (assigning a NaN value if the neuron was

not significantly modulated by stimulation at a particular amplitude). Then, to measure the relationship between current amplitude,

radial distance from the electrode tip, and variance explained, we first took all the neurons that were significantly modulated at each

stimulation amplitude and then binned them into groups as a function of distance. Finally, we calculated the the average R2 across

those neurons at each combination of distance and stimulation amplitude.
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Supplemental Figure 1: Sample single-neuron responses from inibitory (red) and excitatory (black) neurons
during stimulation trials, related to Figure 1. Traces show changes in the fluorescent signal within regions
of interest and have been corrected for neuropil contamination.
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Supplemental Figure 2: Spatial distribution of stimulation-evoked responses as a function of stimulation
amplitude for excitatory neurons (top row) and inhibitory neurons (bottom row) for each of four experimental
mice (not including mouse from main text), related to Figure 4. Black line designates the electrode. Three
stacked imaging planes are shown, each 20 mum apart. Colors indicate response type (long-latency excitation,
short-latency excitation, short-latency inhibition, long-latency inhibition). Axis label are in mm.
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Supplemental Figure 3: The radial distribution of neurons activated by electrical stimulation is depicted by
the radial width of a set of concentric circles, shown at 50, 84.1, and 93.7 percentiles of the distribution for
each stimulation amplitude, related to Figure 4. The numerical value of the radial distance at each percentile
is shown above each group of circles.
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